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Potential impacts of 
failing voltage transformer

▪ Protection impacts

– Improper relay operation

– False alarms sent to SCADA

– Misrepresentation of phase angle

– Corrupted voltage measurements

– Corrupted frequency signals

▪ Equipment/personnel impacts

– Substation equipment damage

– Personnel safety hazards

PMUs

DFRs

Relays

SCADAVoltage measurements



Time-series solutions to detecting VT failure
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Topology aware approach. Compares multiple voltage 

magnitudes and angles within substation to identify anomalies.   

Data focused approach. Compares three phase voltage 

magnitudes and angles to identify anomalies. 



▪ Multiple devices 

connect to each VT

▪ Secondary wiring 

introduces multiple 

failure points
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Case Study VT Fuse

Analysis of customer data related to the 

impact of two VT fuse failures



First voltage transformer failure

Time

17:20 17:40
7

17:30 17:3517:25

V
o
lt
a
g
e
 (

k
V

)

7.6

7.2

7.4

C-phase

B-phase

A-phase

Repetitive C-phase voltage drops were detected for several weeks
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First voltage transformer failure

Servicing C-phase PT fuse
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Return to normal



Time

17:20 17:40
7

17:30 17:3517:25

V
o
lt
a
g
e
 (

k
V

)

7.6

7.2

7.4

C-phase

B-phase

A-phase

First voltage transformer failure

Zoom



Time

17:24:15

7.1

17:24:25 17:24:3017:24:20

V
o
lt
a
g
e
 (

k
V

)

7.2

7.3

First voltage transformer failure

~3%

7.25

7.35

7.15

Zoom detail

7.05



Second voltage transformer failure
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Second voltage transformer failure

Repetitive C-phase voltage drops begin on August 1st
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Second voltage transformer failure

Return to normal
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Case Study 345kV CCVT Failure

Analysis of customer data related to the 

catastrophic failure of a CCVT



C phase CCVT failure

Short software video showing data for failure. 









Timeline for detecting CCVT failure

RTAC CTPT monitor would 
have asserted a C3411 C 
phase voltage angle deviation 
alarm. C3411 VC angle > 0.3 
degrees from VC logical group 
average

T-6 Hours

RTAC CTPT monitor would have 
asserted a C3411 C phase 
voltage magnitude alarm C3411 
VC magnitude >3% from VC 
logical group average

T-4 Hours

Synchrowave Operations 
would have asserted a C3411 
C phase voltage fail warning. 
C3411 VC measurements > 
0.1% indicating bad 
measurements

T-3 Hours

Synchrowave Operations would 
have asserted a C3411 C phase 
voltage fail alarm. C3411 VC 
measurements > 0.1% 
indicating bad measurements

T-1.5 Hours

Synchrowave Operations 
would have asserted a C3411 
C phase voltage fail alarm that 
will remain. C3411 VC 
measurements >61.5% 
indicating bad measurements.

T-1 Hour

CCVT fails catastrophically

Technician present in control 
building

T-0



Thank you
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