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D&NMTT Charter

 Data & Network Management Task Team
– The scope of the Data and Network 
Management Task Team includes the 
development of the hardware and software 
requirements to collect and store the PMU 
data at a master storage site(s).  The group 
is also responsible for defining the 
communications requirements from the 
PMU(s) or local storage site(s) to the master 
storage site(s), and development of future 
network architecture options.
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DNMTT breakout agenda

 Himanshu Kharana, UIUC – NASPInet 
security requirements, challenges, 
opportunities

 Supreet Oberoi, RTI – Phasor Gateway 
proof of concept demonstration

 Dave Bakken, WSU – NASPInet Data Bus 
properties and requirements

 John Gillerman, SISCO – Standards based 
approach to NASPInet



Concept
Summer ‘07

RFP dev. 
& award

Fall ‘07 –
Fall ‘08

Spec
doc dev.

Fall ‘08 –
Summer ‘09

Use 
Case

Report
Summer ‘09 –
Summer ‘10

PIM
Summer ‘10 

target

PSM(s)
Vendor
specific

timeframes

Some NASPInet History

 NASPI has thought through many of the design 
considerations required for a wide-area phasor 
network.  These are realized in the NASPInet 
concept.

 The Spec Documents + Use Case Report + PIM are 
a starting point for ARRA SGIG awardees.  These 
are available at http://www.naspi.org/naspinet.stm
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NASPInet Architecture 
Features
 [Massively] De-centralized

 More onus on asset owner, less on a centralized 
host

 Current system is not scalable
 Differentiated classes for different application types

 Not all PMU installations are considered equal
 Phasor Gateway concept introduced
 Signal level access-control lists for each data set
 Self-describing, common naming convention
 Meta data for each device
 Based on publish-subscribe model
 Multicast capability



Path Forward

 Use NASPInet if:
 You need to robustly & securely publish and 

subscribe phasor data in multiple formats with 
variable QoS among many external entities.

 Don’t use NASPInet if:
 You’re just sending data from PMUs to a 

centralized PDC for storage and/or visualization.
 There may also be several instances of NASPInet 

that are not interconnected. 
 Down the road: PMU Registry (1st instance of 

NASPInet core service), NASPInet interoperability 
test bed

 Establish a NASPInet WG among the SGIG award 
winners



NASPI D&NMTT 2010 
Focus
 Industry outreach & education

 Work with SGIG awardees
 Technical papers & FAQ

 Technical advancement
 Expansion of NASPInet use cases
 Platform independent model
 API development

 Administration, roles & responsibilities
 NASPInet governance  Internet analogy
 Architecture review board
 PMU Registry



Thank you for participating!
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