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Topics of Discussion  

• Project Overview 

• Communications and Data – research projects 

• Operational Applications 

• Anomalies seen through improved situational 
awareness 

• Challenges and Lessons Learned 

• Next Steps 
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Project Overview 

• Manitoba Hydro is under the MISO 
group of participants 

• 30 of our 32 PMUs (already installed) 
to MISO 

• Main and Back-up PDCs 
• Communication System is internal 
• MISO WAN to send data 
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MISO receives data from 30 of our 32 PMUs (already installed) – mainly 230 kV station buses but also one 138kV and one 500 kV bus.

PMUs send their data to both a main and backup PDCs and MISO can choose to receive their data from either PDC. 

Communication System is internal to MB Hydro and consists of fiber stretching over 600 miles as well as microwave and PLC. It is centralized and controlled from Winnipeg

MB Hydro uses the MISO WAN to send our data to MISO through our main and backup control centres.




Project Map 

 MB 
Hydro 
PMU sites  
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The black DC line shown sends 70% of our power from a northern collector system island (that has no native load) to the southern system with tie-lines to the US, Ontario, and Saskatchewan.  Separate from the Northern collector system there is also our northern AC generation which is synchronized to the southern ac system.  The PMUs are at located at 230 kV , 138, and 500 kV stations.



Phasor data-sharing 
• University of Manitoba –  

– 1st project : communication network research model.  
Components developed and MB Hydro network 
modeled.   

 
– 2nd project: to apply machine learning algorithms to 

develop transient stability boundaries given PMU 
data. 

 
• MISO – Allows us to see rest of the PMU network 

stretching even outside of the MISO footprint. 
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Communications and data 
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PMUs -> 30 frames per second

 Communication test was performed to check delays by reducing the wait time on the PDC until packets were lost.  We compared this to network response times by “pinging” PMUs at different locations.  We found 200 -300 ms was the limit when packets began to be lost.

Here, network delays = 13 ms, PDC process delay = 10 ms,   The phasor computation widow (estimate) = 8 ms,  The PMU process delay =20-80 ms, this was without a control app.  It does not quite add up but it would appear the difference would be in the firewall delays which are unknown.

Total volume of data sent up by minute is 71 kB/s or 4.26 MB/min
Total volume data being generated and stored per year is 2 TB




Communication Network Research  
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Goal of the research is to find the communication delay and packet loss probability for the MB Hydro network or any network.

The system shown was modeled in PSCAD (power systems modeling tool).



Switch 
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Typical parameters input to components modeled.



Integrated Simulation 
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Final model can be used to verify packet loss probability and delay times.



Major operational applications using phasor data 
• Wide-area situational awareness 

– Software/vendor used Alstom 
– Integrated into other control room applications? Not yet 
– Operational date Used by operating and Planning staff for post event 

investigations ,model improvement, commissioning.  To be used to 
improve EMS SCADA later.  Move to the control room last , after we fully 
understand our system and eliminate nuisance alarms. 

• Small Signal Stability 
 - Aiding in commissioning of various PSSs of our system. 
 - Question was raised that you do not need PMUs to do small signal 

stability – unsynchronized monitoring works but with PMUs get more than 
the mode observability – ie more than freq, amplitude, and damping: 

 
1. also get mode shape 
2. also get participation 
3. Phase relationships between oscillations in frequency (or angle) and 

power help identify contributions.  Insight to where best to control the 
mode. 

4. Finally, the infrastructure allows us to see these in real time (true with 
unsynchronized also, point is it was not there even if possible before) 
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SVC Instability  
 

 

Instability noted 
(cycling) when 
POD>threshold 

 

•originalVref 

•Original Vref + SSR 
contribution 

•Original Vref 

•Etc. 
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Anomalies seen through Improved Situational Awareness 
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PMU Infrastructure allowed us to 
See this instability.  The system was in steady-state at the time.

The plots show a  large SVC voltage and SVC Reactive Power output changes every two min (the existing controller settling time value of the slow susceptance regulator) when the  POD output exceeds 0.01 pu (the reference voltage,230kV).

The SVC returns control to the initial voltage REF set point (not including the SSR contribution) rather than the new voltage reference modified by the slow susceptance regulator (SSR)




Solution 

1) Increase the 
range of MVArs 
for Vref 

2) Freeze the last 
value before 
POD>threshold 
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Increase the range of the upper and lower references of the Slow Susceptance Controller that previously had upper and lower equal.

This increase in range reduces the need to change to a new voltage reference by SSR as often because a wider range of MVArs is allowed.

Also , freeze the reference of the SSR for 15s to the last value used when the POD was >0.01 pu.  This keeps the pre-disturbance and post-disturbance operating points the same.




  

• Dynamic Response 

Eg.  Line opened (vars 
changed) 

 

Slow Susceptance 
control must not 
interact with Power 
Oscillation damping 
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Dynamically the POD controller still needs to continue to do its job during the disturbance but the Slow susceptance controller should also move the operating point to the new requirement of vars.   Freezing to the last reference voltage for 15s eliminates any interaction between the POD and SSR during the disturbance while still allowing SSR action after the disturbance.




Testing Our 
Solution 

1.5% Step Up and 
Down of Vref 

 

No instability seen 

 

Here: the POD output 
was >threshold 
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Step down Vref 

Step up Vref 
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A 1.5% change in Vref shows the voltage moves to new reference point (includes SSR contribution) quickly and stays there until step in other direction is applied.

Here the reference voltage was 230 kV, the SSR contribution was about 5.5 kV.  After the reference was stepped by 1.5% to ~233 kV the voltage follows correctly to new output (1.5% larger) without incorrectly resetting to original reference of 230 kV (no SSR contribution).

Here: the POD output was >threshold





Frequency Anomalies at PMU 
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PMU filtering resolves these anomalies.  M and P class filtering solutions so you don’t add too much delay.



Frequency Estimation and Filters…. 
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An example of calculation of positive sequence , frequency , and ROCOF based on the standard.

The solution to the blips in frequency that we see for changes in phase on the power system that are many orders of magnitude less than practical inertial phase changes are not practical and cannot be resolved for the frequency as defined in the standard which only looks and compares averages of present and past frequency changes but not the specifically the interval of frequency measurement.  Power system frequency changes are over 200 -300 ms and frequency changes in the order of 1 or 2 ms or less are not of interest.  It is hoped the standard on synchrophasors can address these issues in the future so unrealistic windows of frequency measurement in a power system are not captured.



Challenges and lessons learned 

• Other lessons or insights about 
– Frequency issues filtering solutions 
– Communications – resolve  test results 
– Physical or cyber-security? Presently treating the 

same as EMS SCADA data through MISO WAN but do 
not know if this is problem in the future 

 
• Research needs – Improved EMS State estimation 

is in the future.  We do not expect to be into the 
control room until operators are comfortable 
with other real time tools (time frame 3-5 years). 
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Next Steps 

 

•   Next steps are evaluating the benefits and 
metrics to look at our return on our 
investment.  PSTT sub task team is looking 
into this area. 
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Thank You 

 

 

Any questions?? 
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