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Presentation Notes
Design Goals for Data & Systems 
 
For Example:
Data:
99.99% data available, 99% with STAT = 0, & 90% with End-to-End Latency<100 ms (all per Hr.)
Systems 
Each PDC available > 99.99%, Each major application individually (without resorting to back up) available > 99.99% (per day)

 
High-Availability & Disaster Recovery, Intra & Inter site failovers, archival systems selections etc. built in to architecture & Rational for choosing various options

 
Performance Monitoring systems for monitoring & reporting both aspects above
 
 
Operational Support (Notifications - How, when, what levels, 24-7?, when to alarm TOs, requirements on TOs to restore Data Networks, Scheduled outage notifications requirements, Level of Integration with other Control Center Systems)
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Objectives:
Deploy the synchrophasor technology across the PJM footprint.

Data to reference:
90 substations to have PMUs installed 
Covering 10 states
Including 12 transmission owners
17 Phasor Data Concentrators to be deployed

Other partners include:
-Electric Power Group (EPG) providing Visualization & Data Analysis Tools
-Virginia Tech performing testing on interoperability of different types of PMUs and PDCs
-Quanta Technologies providing overall project management
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High-Availability
& Disaster Recovery, Intra & Inter site failovers, archival systems selections etc. built in to architecture & Rational for choosing various options

As we learn more about any communication challenges, latency, processing speed, interface bottlenecks, etc. we are looking at our overall design to see if there are opportunities for improvement. Our overall network and communication design has not changed but we have modified some of our internal configurations to reduce bottlenecks and to improve the data transfer between the multiple applications and databases.

layers
Router failovers
Server failovers
Telecommunication redundancy
Disk (RAID)
Two PJM sites
Full Redundancy (no single point of failure)
One challenge is designing for high availability; needed to make some decisions on redundancy, failover, etc. without requiring lots of extra hardware.  Because we have two active sites, we can keep the real-time data available pretty much 100%
Challenges: when and how to failover, clustering, details

Continuity of data to PJM
Subset of TO PDCs are redundant with automatic failover. If required, PJM can detect failure and restart/failover a TO PDC.

Duplicate processing and storage at PJM’s Valley Forge and Milford sites.
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* |IT Operation Center
-24X7

e Tivoli
- Windows logs and Application logs

« Applications’ own performance report
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Performance Monitoring systems for monitoring & reporting both availability and data quality.
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= Y Operational Support

* |IT Operation Center
-Alert — Response — Follow-up action
-Develop Standard Operating Procedures

 Intelligent Event Processor (IEP)
-Alarms from applications
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Operational Support (Notifications - How, when, what levels, 24-7?, when to alarm TOs, requirements on TOs to restore Data Networks, Scheduled outage notifications requirements, Level of Integration with other Control Center Systems)

Based on existing procedures in EMS/SCADA?

Application support? Or data support?
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e Data:

-99.99% data available, 99% with STAT =0, &
90% with End-to-End Latency<100 ms (all per
Hr.)

e Systems

-Each PDC available > 99.99%, Each major
application individually (without resorting to back
up) available > 99.99% (per day)
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= % Data Quality

e 71% of PMUs with “Good” (or better) rating

* 45% of PMUs delivering Timely data
— With latency under .5 seconds

e 35% of PMUS are both “Good” and “Timely”

 Poor Quality — Root Cause

— PMU Calibration - Loss of telecom connection
— GPS Clock issues - Server overload
— Data Name limitations - Aliasing at PDC

— Loose cables - PDC configurations
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= Y Technical Implementation

 Application Security

— PJM and TO technical implementation comply with their Security
Standards including CIP.

— EPG software (ePDC, RTDMS, PGDA) to ensure:

* proper programming standards are implemented.
» software complies with PJM Security Standards including CIP

 Independent Testing

— PMUs and PDCs in use by the Project.

— Virginia Tech provides testing (to C37.118 standards) as information to
the TOs and PJM.
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é/ Scope of the PMU System at PJM and TOs
(Beginning of 2013)

12 Transmission Owners

90 Substations

360 PMUs

720 Measurements

4096 bytes per PMU Message

30 Messages per second sent to PIJM

Each PMU generates 108,000 database rows per hour

Estimatedl1 TB of Storage / mo for 100 Substations

1,302,528* bytes of data, per second, streaming from

all PJM PMUs into the PJM PDC and Applications
*Additional, almost same amount of data will be coming from other interconnections
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We will be getting about 1.2 MB /sec. synchrophasor data in terms of data flow rate from our TOs. This is just PJM data. We will have about same amount of external data coming in from rest of the interconnections. This somewhat lower data rate is because of compact format of 37.118 format. Parsed out data going in to PI and other data archival systems will be much more since each measurement as well as its quality definitions will be stored. 
 
In terms of number of synchrophasor measurements, we will have about 720 measurements from 360 PMUs in 90 substations sometime early next year.
 
We are building scalable system to accommodate data from about 150 PJM stations and 150 substations in Eastern Interconnection external to PJM.
 
Rough estimate is – 100 substation data will be about 1 Terabyte/month  in storage waiting to be analyzed for data mining.
 
Latency (PMU to PJM) Minimization
100 ms target – 50 ms PMU to PDC at TO, 50MS TO PDC to PJM.

Approximately 1 TB of data per month 
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